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Abstract

This thesis addresses the challenge of weakly supervised point cloud semantic segmen-
tation by leveraging multi-modal information and introducing novel pseudo-labeling
techniques. The objective is to reduce the laborious and time-consuming manual
annotation process while maintaining competitive segmentation performance.

Existing state-of-the-art methods primarily focus on leveraging 3D modalities, such as
point clouds and voxels, while disregarding the readily available 2D modality, including
RGB images and depth maps. In contrast, this thesis proposes a comprehensive ap-
proach that integrates 2D RGB-D information into the pseudo-labeling and contrastive
learning methods.

The proposed methodology exploits the geometric information derived from 2D-3D
correspondences to establish consistency between the segmentation results of 2D and
3D modalities across the scene. To address the issue of sparse labels and enhance
class representations, oversegmentation is employed to generate supervoxels and
superpixels. The sparse labels are then propagated into the oversegmented regions,
effectively increasing the label count. By matching supervoxel features with their
corresponding superpixels in the embedding space, the proposed methodology enforces
2D-3D consistency throughout the scene. Furthermore, the sparse labels are leveraged to
enforce consistency among supervoxels sharing the same label. Through the integration
of 2D-3D consistency and contrastive learning, a robust online adaptive pseudo-labeling
mechanism is introduced, eliminating the need for an additional network for pseudo-
label generation.

Extensive experiments are conducted on popular datasets, including ScanNetv2
and 2D-3D-S, to validate the effectiveness of the proposed multi-modal integration,
contrastive learning, and pseudo-labeling approaches. The experimental results demon-
strate the superior performance and efficiency of the proposed methodology compared
to existing methods, highlighting its potential for reducing manual annotation efforts
and improving weakly supervised point cloud semantic segmentation.
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1 Introduction

Semantic labeling of point clouds plays a crucial role in various applications, such as
autonomous driving, robotics, and augmented reality. However, the manual annotation
of point clouds is a labor-intensive and time-consuming process, which poses significant
challenges in obtaining fully labeled datasets for training accurate segmentation models.
To address this limitation, there has been a growing interest in leveraging weakly
labeled or unlabeled data for point cloud semantic segmentation.

Recent advancements in weakly supervised 3D semantic segmentation have focused
on techniques such as contrastive learning and pseudo-labeling. These approaches,
such as Semantic Query Network (SQN) [1], One Thing One Click (OTOC) [2], and
PointMatch [3], aim to achieve competitive segmentation results using a limited number
of sparse labels. However, existing state of the art (SOTA) methods predominantly rely
on 3D modalities, such as point clouds, while disregarding the available 2D modality,
including RGB images and depth maps.

In this thesis, we propose a novel approach that integrates multi-modal information
and introduces advanced pseudo-labeling techniques for weakly supervised point cloud
semantic segmentation. Our methodology capitalizes on the geometric information
derived from 2D-3D correspondences to establish consistency between the segmentation
results of the 2D and 3D modalities. By incorporating the rich texture, color, and
geometrical information provided by the 2D modality and combining it with the
structural information present in the 3D point clouds, our approach aims to enhance
the accuracy and comprehensiveness of point cloud segmentation.

The key contributions of this thesis can be summarized as follows:

• We propose a comprehensive framework that incorporates multi-modal infor-
mation into the contrastive learning process. By leveraging oversegmentation,
including the generation of supervoxels and superpixels, we address the issue
of sparse labels and enhance class representations. This approach increases the
label count and establishes consistency between supervoxels and superpixels
by exploiting the geometric information derived from 2D-3D correspondences.
These strategies result in a more robust and informative latent space construction,
improving the overall performance of our contrastive framework.

• We incorporate the 2D modality, consisting of RGB images and depth maps, into
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1 Introduction

the pseudo-labeling process. This integration enriches the feature representation
and captures �ne-grained details in the scene. By leveraging the complementary
information provided by RGB images and depth maps, our approach generates
more accurate and reliable con�dence pseudo-labels. These con�dence pseudo-
labels guide the learning process and enhance the segmentation performance of
our approach.

• We introduce an online adaptive pseudo-labeling mechanism that dynamically
adapts to the evolving model predictions. This mechanism eliminates the need
for an additional network for pseudo-label generation, making the process more
ef�cient and scalable.

• Extensive experiments are conducted on popular datasets, including ScanNetv2 [4]
and 2D-3D-S [5], a superset of S3DIS [6], to evaluate the effectiveness of our
proposed methodology. The experimental results demonstrate the superior per-
formance and ef�ciency of our approach compared to existing methods.

This thesis contributes to the �eld of weakly supervised point cloud semantic segmen-
tation by incorporating multi-modal information and introducing advanced pseudo-
labeling techniques. Our proposed methodology addresses the limitations of existing
methods and achieves competitive segmentation results while reducing the reliance
on costly manual annotation. By leveraging the 2D and 3D modalities, our approach
demonstrates the potential for ef�cient and accurate point cloud semantic segmentation
in various real-world applications.

The outline of the rest of the thesis is as follows:

• Chapter 2 provides the necessary foundational information to understand the
subsequent chapters.

• Chapter 3 presents an overview of the related work that has been conducted in
the �eld.

• Chapter 4 outlines the methodology proposed in this thesis, covering preprocess-
ing steps, feature extraction, contrastive learning, and pseudo-labeling.

• Chapter 5 presents a comprehensive comparison of our methodology with SOTA
methods on various publicly available datasets, accompanied by detailed ablation
studies that analyze and compare different components of our approach.

• Finally, Chapter 6 summarizes our �ndings, recaps the key contributions of the
thesis, and proposes future research directions.
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2 Background

In this Background chapter, we provide key information that will help readers under-
stand the rest of the thesis. We aim to give a general overview, focusing on important
concepts rather than detailed speci�cs. This foundational knowledge will assist readers
in navigating and understanding the rest of our work.

2.1 Point Clouds

A point cloud is a collection of data points in a 3D coordinate system, typically de�ned
by X, Y, and Z coordinates, representing the external surface of an object, while also
potentially encapsulating attributes such as color, intensity, and surface normal details.
An example point cloud can be seen in Figure 2.1.

Figure 2.1: An example point cloud, which is a collection of 3D data points representing
the external surface of objects.

In the past few years, high-quality 3D representations of the world, known as point
clouds, have been obtained through expensive sensors such as a LiDAR; however, the
emergence of affordable 3D sensors such as the Kinect sensor for the Microsoft Xbox
360 has revolutionized the accessibility of point clouds, making it possible for most
future robots to perceive the world in 3D [7].
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